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Imperfect Data
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TML with Noisy Labels
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(Credit to Amazon) (Credit to Google)

https://bhanml.github.io/ & https://github.com/tmlr-group



What are Noisy Labels
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(Credit to Dr. Gang Niu)

？

https://bhanml.github.io/ & https://github.com/tmlr-group



Class-Conditional Noise (CCN)

5
B. Han, Q. Yao, T. Liu, G. Niu, I. W. Tsang, J. T. Kwok, and M. Sugiyama.
A Survey of Label-noise Representation Learning: Past, Present and Future. arXiv preprint: 2011.04406, 2020.

https://bhanml.github.io/ & 
https://github.com/tmlr-group



Training on Selected Samples

6https://bhanml.github.io/ & https://github.com/tmlr-group



Co-teaching

7
B. Han et al. Co-teaching: Robust Training of Deep Neural Networks with Extremely Noisy Labels. In NeurIPS, 2018.

Find “bugs” by peers

https://bhanml.github.io/ & https://github.com/tmlr-group

Memorization 
Effects

(2141 google citations until 2024.8)



Co-teaching+

8
X. Yu et al. How does Disagreement Help Generalization against Label Corruption? In ICML, 2019.

Divergence meeting 
Co-teaching

https://bhanml.github.io/ & https://github.com/tmlr-group (828 google citations until 2024.8)



Rethinking R(t)

9https://bhanml.github.io/ & https://github.com/tmlr-group

Test accuracy depends 
on selecting rules



Searching to Exploit (S2E)

10
Q. Yao et al. Searching to Exploit Memorization Effect in Learning from Noisy Labels. In ICML, 2020.

Bi-level Optimization

Manual design

Search space

Automated design

https://bhanml.github.io/ & https://github.com/tmlr-group



Instance-dependent Noise (IDN)

• Transition depends on both original label and instance features

11https://bhanml.github.io/ & https://github.com/tmlr-group



Confidence-score IDN (CSIDN)

• Each instance-label pair is equipped with a confidence score 

12
A. Berthon et al. Confidence Scores Make Instance-dependent Label-noise Learning Possible. In ICML, 2021. (Long Oral)

https://bhanml.github.io/ & https://github.com/tmlr-group



Causality for Label Noise (CausalNL)

• Graphical causal model which reveals a generative process of the 
data which contains instance-dependent label noise

13
https://bhanml.github.io/ & https://github.com/tmlr-group

SVHN image Clean label of digitLatent variable

Noisy label of digit

Orientation
Lighting 
Font style

Y. Yao et al. Instance-dependent Label-noise Learning under a Structural Causal Model. In NeurIPS, 2021.



TML against Adversarial Examples

14

Panda can be fooled as gibbon via adversarial perturbation
https://bhanml.github.io/ & https://github.com/tmlr-group



What are Adversarial Examples

15https://bhanml.github.io/ & https://github.com/tmlr-group



Model Capacity

Model capacity is often insufficient in adversarial training

16https://bhanml.github.io/ & https://github.com/tmlr-group



Geometric Distance

More attackable/guarded data are closer to/farther away from the decision boundary

17

Easy to be misclassified

Kappa: geometric distance

https://bhanml.github.io/ & https://github.com/tmlr-group



Geometry Adversarial Training (GAIRAT)

18

GAIRAT treats data differently
large weights 

small weights 

adversarial attackable data.

adversarial guarded data.
https://bhanml.github.io/ & https://github.com/tmlr-group

J. Zhang et al. Geometry-aware Instance-reweighted Adversarial Training. In ICLR, 2021. (Oral)



Causality for Adversarial Noise (CausalAdv)

19

• Causal view on adversarial data
Soft intervention:

Adversarial distribution:

Natural distribution:

https://bhanml.github.io/ & https://github.com/tmlr-group

Y. Zhang et al. CausalAdv: Adversarial Robustness through the Lens of Causality. In ICLR, 2022.



Understanding Vulnerability
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• Correlation between styles and labels

The path from 𝑆 (cat) to 𝑌 (cat), given 𝑋 (dog), leads to 
the spurious correlation.

Difference results from the conditional association:

https://bhanml.github.io/ & https://github.com/tmlr-group



Adversarial Distribution Alignment

21

Aligning the adversarial distribution:

Introducing relation and approximation (by triangle inequality):

Replacing with an upper bound:

https://bhanml.github.io/ & https://github.com/tmlr-group

non-differentiable

ℎ is output distribution 
of networks

non-differentiable

𝑔 shares the features of 
networks with ℎ



• Most existing models are trained based on the closed-world assumption

• where the test data is assumed to be drawn independent and identically distributed from 
the same distribution as the training data, known as in-distribution (ID)

• When models are deployed in an open-world scenario 

• test samples can be out-of-distribution (OOD) and should be handled with caution

TML under Out-of-distribution Data

22

OOD classes (bird)
in test distribution

J. Yang et al. Generalized Out-of-distribution Detection: A Survey. arXiv preprint: 2110.11334, 2021.
https://bhanml.github.io/ & https://github.com/tmlr-group



ID classes
correct predictions

X. Du et al. VOS: Learning What You don’t Know by Virtual Outlier Synthesis. In ICLR, 2022.

• The objective of OOD detection is to detect OOD samples and reject them

What is OOD Detection

23

OOD classes
wrong predictions

Reason

https://bhanml.github.io/ & https://github.com/tmlr-group

The aim is to detect 
helicopter among ID 
classes (pedestrian, 
car, truck) and reject 
it before the ID task



• Lack of supervision from unknowns during training

    model is trained only on the ID data (green and blue dots), using empirical risk minimization

• Huge space of unknowns in the high-dimensional space

    hard to involve OOD data (orange dots) in training data in advance

Challenges in OOD Detection 

24

In-distribution data In-distribution data

ID label

ID label

ID distribution

images from https://abursuc.github.io/many-faces-reliability/slides/2023_iccv_reliability_sharon_ood.pdf
https://bhanml.github.io/ & https://github.com/tmlr-group

https://abursuc.github.io/many-faces-reliability/slides/2023_iccv_reliability_sharon_ood.pdf


• High-capacity neural networks exacerbate over-confident predictions (left)

     over-confident: misclassify unknown samples to known (ID) classes with high logits (confidence)

     problematic decision boundary which cannot distinguish ID and OOD data

problematic decision boundary 

Challenges in OOD Detection 

25

Ideal decision boundary

High ID score 
for ID samples

Low ID score for 
OOD samples

High ID score for 
OOD samples 
(Overconfidence)

Threshold 𝛾

OOD samples

images from https://abursuc.github.io/many-faces-reliability/slides/2023_iccv_reliability_sharon_ood.pdf
https://bhanml.github.io/ & https://github.com/tmlr-group

https://abursuc.github.io/many-faces-reliability/slides/2023_iccv_reliability_sharon_ood.pdf


X. Jiang et al. Negative Label Guided OOD Detection with Pretrained Vision-Language Models. In ICLR, 2024. (Spotlight)

• Negative labels: no semantic overlap with the ID labels 
• ID samples have lower affinity with the negative labels
• OOD samples are more likely to have high similarity with them

26
https://bhanml.github.io/ & https://github.com/tmlr-groupz

(CLIP model)

NegLabel



• Mining negative labels from large-scale corpora (such as WordNet), 
    far away from the semantic boundaries of ID labels

Selection of Negative Labels

27

Where suitable
Negative Labels 

should be located?

How to mine these
Negative Labels?

                      

               

                   

https://bhanml.github.io/ & https://github.com/tmlr-group



Watermarking

28

• How to improve post-hoc OOD detection? 

https://bhanml.github.io/ & https://github.com/tmlr-group

Q. Wang et al. Watermarking for Out-of-distribution Detection. In NeurIPS, 2022. (Spotlight)

We can modify the model utility by changing its inputs and keeping the model intact!

learn a watermark!

original watermarked w/o watermark w/ watermark

score overlapping is shrunk



Distributional-agnostic Outlier Exposure

29
Q. Wang et al. Out-of-distribution Detection with Implicit Outlier Transformation. In ICLR, 2023.

different OOD distributions

OOD gap between training and test

enlarge the OOD coverage during training

ℒCE ℎ𝑊; 𝐷ID + 𝜆max
𝑃
[ℒOE ℎ𝑊+𝛼𝑃; 𝐷OOD

−min
𝑊′

ℒOE ℎ𝑊′+𝛼𝑃; 𝐷OOD ]

learn from ID as usual
learn from OOD with perturbation 
to implicitly enlarge OOD coverage

regularize the perturbation 
to avoid overfitting

https://bhanml.github.io/ & https://github.com/tmlr-group
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Existing Jailbreaks 

(1) Empirically succeed attack by manually or 
automatically crafting adversarial prompts for 
specific targets.

(2) Not practical under black-box usage.

DeepInception

(1) A universal and ready-to-use attack prompt template.
(2) An in-depth understanding of the overriding procedure 

derived from the Milgram experiment.
(3) Realize a continuous jailbreak in subsequent interactions.

What is Jailbreak?

Some adversarial prompts fool the LLMs into 
generating harmful content.

Trustworthy Foundation Models

X. Li et al. DeepInception: Hypnotize Large Language Model to Be Jailbreaker. arXiv:2311.03191, 2023.

e.g.



https://bhanml.github.io/ & https://github.com/tmlr-group 31

DeepInception bypasses the defenses by: 

• building up an indirect jailbreak attack 
• forces the LLM to imagine a specific scenario
• takes a scenario as the carrier and includes harmful content.

DeepInception



https://bhanml.github.io/ & https://github.com/tmlr-group 32

Prompt Template of DeepInception

[scene]: the carrier of setting up the 
background of hypnotization, e.g., a 
fiction, movie, news, or story. 

A better alignment between [attack 
target] and [scene] might bring a 
better outcome.

[character number] and [layer 
number]: control the granularity of 
the inception.

This might help spread the harmful 
information in the discussion, thus 
bypassing the defense of LLMs.

[attack target]: the specific target of 
conducting jailbreak.

"against the super evil doctor," aims 
to decrease the moral concern of 
LLM, which shares a similar spirit 
with the Milgram Shock 
Experiment.

Key 
Finding



https://bhanml.github.io/ & https://github.com/tmlr-group 33

Try our demo prompt by scanning this QR code!

[Click me]

DeepInception Attack with GPT4

https://qr.page/g/XhjEdYmwUK


Harmful contents https://bhanml.github.io/ & https://github.com/tmlr-group

DeepInception Attack with GPT4-V

34



35https://bhanml.github.io/ & https://github.com/tmlr-group

Training an adversarially robust model in a distributed way

Aggregate a robust server 
model to adversarial example

Adopt adversarial training in 
local device

Robust Model

Trustworthy Federated Learning



Robustness Deterioration

36

• Robust accuracy drops in FAT

https://bhanml.github.io/ & https://github.com/tmlr-group

J. Zhu et al. Combating Exacerbated Heterogeneity for Robust Models in Federated Learning. In ICLR, 2023.

Robustness Deterioration when adopting robust training in federated system

Centralized Training

Federated Training

No obvious robust 
performance drop

Obvious robust 
performance drop in 

the later training stage



Exacerbated Heterogeneity

37
https://bhanml.github.io/ & https://github.com/tmlr-group

ℇ ↑ client drift ↑

The inner-maximization for pursuing adversarial robustness would 
exacerbate the data heterogeneity among local clients in federated learning

We can find

We conjecture
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Combating Exacerbated Heterogeneity

38

https://bhanml.github.io/ & https://github.com/tmlr-group

Start from the learning objective:

Decompose the objective in federated way:

decompose the overall data into 𝑘
part corresponding to 𝑘 clients [ℒ1, ℒ2, ℒ3, …… , ℒ𝑘]

The loss value of adversarial training indicates the drifted strengths



𝛼-slack Mechanism

39

https://bhanml.github.io/ & https://github.com/tmlr-group

introduce an 𝛼 to relax 
the sum operation

The larger loss value indicates more optimization drifts, so we conduct:

𝜙(·) is a function which maps the index to the original 
loss population sorted by in an ascending order

[ℒ1, ℒ2, ℒ3, …… , ℒ𝑘]

[ℒ1, ℒ2, ℒ3, …… , ℒ𝑘] [ℒ𝜙 1 < ℒ𝜙 2 < ℒ𝜙 3 < ⋯ < ℒ𝜙(𝑘)] [ℒ𝜙 1 < ℒ𝜙 2 < ℒ𝜙 3 < ⋯ < ℒ𝜙(𝑘)]

1 − 𝛼1 + 𝛼

construct a new loss 
objective for learning

Rank Rebalancing



Slack Federated AT (SFAT)

40

https://bhanml.github.io/ & https://github.com/tmlr-group
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LLM as Causal RepresentatiOn 
AssistanT (COAT)

Find a Markov Blanket from 
unstructured data for target variable

Off-the-shelf Identifiability

Customer Comments

Rating Score

Clinical records

Symptom

MRI Scan

Type

use MLLM

Trustworthy Causal Learning

C. Liu et al. Discovery of the Hidden World with Large Language Models. arXiv preprint:2402.03941, 2024.



Conclusion

• TML with Noisy Labels (e.g., Co-teaching series)

• TML against Adversarial Examples (e.g., CausalAdv)

• TML under OOD Data (e.g., NegLabel and Watermarking)

• New directions in TML (e.g., DeepInception, SFAT, and COAT)

https://bhanml.github.io/ & https://github.com/tmlr-group 42



Appendix
• Survey: 

• A Survey of Label-noise Representation
Learning: Past, Present and Future. arXiv, 2020.

• Book:
• Machine Learning with Noisy Labels: From

Theory to Heuristics. Adaptive Computation and
Machine Learning series, The MIT Press, 2024.

• Trustworthy Machine Learning under Imperfect
Data. CS series, Springer Nature, 2024.

• Trustworthy Machine Learning: From Data to
Models. Foundations and Trends® in Privacy
and Security, Invited Monograph.

• Tutorial:
• IJCAI 2021 Tutorial on Learning with Noisy Supervision
• CIKM 2022 Tutorial on Learning and Mining with Noisy

Labels
• ACML 2023 Tutorial on Trustworthy Learning under

Imperfect Data
• AAAI 2024 Tutorial on Trustworthy Machine Learning

under Imperfect Data
• IJCAI 2024 Tutorial on Trustworthy Machine Learning

under Imperfect Data
• ECML 2024 Tutorial on Trustworthy Machine Learning

under Imperfect Data

• Workshops:
• IJCAI 2021 Workshop on Weakly Supervised

Representation Learning
• ACML 2022 Workshop on Weakly Supervised Learning
• International 2023-2024 Workshop on Weakly

Supervised Learning
• HKBU-RIKEN AIP 2024 Joint Workshop on Artificial

Intelligence and Machine Learning

https://bhanml.github.io/ & https://github.com/tmlr-group 43
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